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IHTEJEKTYAJIbHI CUCTEMMU NIJITPUMKU NPUHUHATTS PIIIEHD B
YMOBAX HEBU3HAYEHOCTI
Muymka O.B., Cepeopsincbkuii B.C.
Hauionanvnuit mexuiyHuil ynigepcumem
«XapkiecoKkuit nonimexuiuHuil iHcmumym, m. XapKie

[Iporiec MpUUHATTS PIlIEHHS MOXE BiOYBATHCS B YMOBaX BU3HAUYCHOCTI, KOJIH
BIJIOMI yCl HacHiAKU OyIb-SIKOTO PIIMICHHS 13 MHOXHWHHU BIJIOMHX PIIlICHb,
HEBU3HAYCHOCTI, KOJIM HEBIJIOMI KMOBIPHOCTI HACJIJIKIB IPUHHATUX PIIIEHb, a TAKOXK
PHU3HKY, KOJIU B1JIOMI KIMOBIPHOCTI pe3yJIbTaTIB B 3aJIEKHOCTI Bl MPUMHATUX PIIICHb.

Po3Butok TexHosoriit Machine Learning (ML) ta Artificial Intelligence (Al) Ta
3aCTOCYBaHHA 1X J0 MPEAMETHOI raty31i IPUUHATTS PillIeHb HaJla€ IUPOKI MOMXKITHUBOCTI
3 IHTEJIEKTYyasi3allii TAKUX CUCTEM.

[HTENeKTYaIbHI CUCTEMH MIATPUMKHA TPUHHSTTS PIllICHh BUKOPUCTOBYIOTHCS Y
LIUIAA HU3I Taidy3ed, B CUTYyalllsIX HasIBHOCTI Hamepe/l HeBU3HAYCHUX (PaKTOpIB, IO
J1I0Th, & TAKOX HEBIIOMOI MIMOBIPHOCTI OTPUMAHHS MOTEHUIMHUX PE3yJIbTaTIB, TOOTO
B YMOBaxX HEBU3HAYEHOCTI, IO 3yMOBIIOE IO TOIIYKY PENpEe3eHTATHBHUX MOJeien
TaKMX CHUCTEM Ta MOUIYKY CKJIAJHUX aJITOPUTMIB ONTHUMI3alli IPOLECIB MPUHHATTA
plLIEHHS.

o ramysel, 1e ICHYIOTh YMOBU HEBU3HAUEHOCTI MiJl YaCc MPUNHATTS PIIICHb,
BIJIHOCSATBCSI €EKOHOMIKA, TI0JIITHKA, O13HEC, BIliIChKOBA CIIpaBa, pOOOTOTEXHIKa Ta 1HIII.
Takox iCHye NeBHa KUIBKICTh 1rop, HANPUKIAJ TOKEP, YMOBU B SIKMX IOBHICTIO
MiNagaoTh M1l BU3HAYEHHS HEBU3HAYEHOCTI, a PINICHHS MaloTh NpUUMaTHCS B
yMOBax il 3Ha4YHOi KUIHKOCTI (PaKkTOpiB, B TOMY YHCII OI[IHKH TMCHUXOJIOTIYHOTO Ta
EMOIIITHOTO CTaHy OIOHEHTAa, TOTOBHOCTI OMOHEHTA JI0 MEBHUX KPOKIB Ha KIITAJIT
onedy # T. m.

JocnipxeHHs Ta aHaji3 poOOTH aJITOPUTMIB T4 METO/I1B MPUMUHATTSA PIIIEHb IS
1rop 13 HEMOBHO1 1H(OPMAIIIEIO € aKTyaIbHOIO HAYKOBO-TIPUKJIATHOIO 33]1a4€I0.

Irpu 3 HEMOBHOIO 1H(POPMALIIEIO MOKHA PO3TIISIATH Y IKOCTI MOJIETEH CKIIaTHUX
CUCTEM, Jie HU3Ka (pakTopiB (PaKTUUHO BU3HAYAETHCA MOCISIMU TOBEIIHKH YUYaCHHUKIB
JESKOTO TPOIIECy, a caMi MOJIeJIl TOBEIIHKY CKJIAIHO MOJIETIOBAaTH HaBITh CYy4YaCHUMU
3aco0aMu IITYYHOTO THTEIEKTY.

JI71st TaKMX CUCTEM BUKOPHCTOBYIOTH IITYYHI HEMPOHHI MEPEXkI, @ TAKOXK Pi3H1
METO/I HaBYaHHS TaKUX MEPEXK, B TOMY uucli, rmuounne HapuauHs (Deep Learning)
Ta HaBuYaHHA 3 migkpimieHasM (Reinforcement Learning).

Cepen anropuTmiB Ta METOAIB onrTumizamii ciing Buaumtn meton CFR
(Counterfactual Regret Minimization) Ta iioro Moaugikailii, 110 BiXHOCATHCA 0
TEOPETUKO-ITPOBUX TEXHIK CAaMOCTIHHOI TpH, M0 oOupae crTpaTerii, Mo €
IPONOPIIIHHUME 10 MO3UTHBHOTO CYKYITHOTO Kaito (regret).

TakuM 4YHMHOM, IrpM 3 HEMNOBHOI 1HGOpPMAIIIEID HANAIOTh MOXKIIUBICTh
BIJIMTPAITIOBAaHHS CKJIAJHUX AJITOPUTMIB IONIYKY ONTHUMAJIbHHUX PIllICHh B YMOBax
Herepen0adyyBaHUX Ta IIBUJKO 3MIHIOBAHMX CHUTyallld, 1[I0 Ma€ BaXJIUBUM
NPUKJIQTHAN aCTIEKT TaKUX JOCIIKCHb.
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