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3ACTOCYBAHHSA IHCTPYMEHTIB DATA MINING J1JIsA
IMPOTHO3YBAHHSI BUJKUBAHHSA ITAIIEHTIB
JlutBun LI., IloBopo3Hiok A.l.
Hauionanonuii mexniunuii ynigepcumem
«XapkiecvKuil nonimexnivHuil incmumymy», m. XapKie

CyuacHi €JleKTpOHHI MEIUYHI KapTKA MICTSATh PI3HOMAHITHI KIIHIYHI JaHi,
00po0OKa SAKUX 3a JIOMOMOTH 1HCTpYMEHTIB Data Mining 103Bosisie BUSBUTH MPUXOBaH1
3aKOHOMIPHOCTI Ta Kopesii. [IpukiazoM 1bOro € MpOrHO3YBAaHHS BUKUBAHHS
[MAI{I€HTIB HA OCHOBI TX KIIHIYHUAX JTaHUX.

B naniit po6oti Oys0 npoaHaizoBaHo Ha0lp JaHUX 299 maIfieHTiB 13 CEpIICBOIO
HepocTatHicTio [3]. s miporo Oyino BUKOpHCTAHO MporpamMHuil iHcTpyMeHT Orange
[1] Ta HactynHi kinacudikatopu: Logistic Regression, k-Nearest Neighbors, Decision
Trees, Support Vector Machine, Naive Bayes, Random Forest, Gradient Boosting. [{ns
OTpPUMaHHS JIOCTOBIPHUX pE3YJIbTaTiB NMPOTHO3YBAaHHA BW)XUBAHHS IMALIE€HTIB BCI
MeTo[u OyJI MepexpecHo BadiioBaHi 3 10-KpaTHUM NOBTOPEHHSIM. 3arajlbHUI TPOLIEC
kjacuikalli HaBeeHo Ha puc. 1.
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Pe3ynbratamMmu nmporHo3yBaHHs MOKa3aiu, 10 Haiikpanry TouHicts (0,837) Ta
AUC (0,906) orpumaB Naive Bayes knacudikarop. Haiiripie 3 nmporsosyBaHHAM
Brniopanack monenb 3 k-Nearest Neighbors, orpumaBmu Tounicth (0.422) ta AUC
(0.557). OTpumani pe3yasTaTs Oya0 OPIBHIHI 3 pE3yabTaTaMHU CYMIKHUX JTOCHIIKEHb
[2, 3] HA IbOMY HAOOP1 TaHHX.

ExcnieprMeHT A0BIB YCHILIHICTh Ta aKTyalbHICTh BUKOpUCTaHHS Data Mining,
K JIOMOMDKHOTO 1HCTPYMEHTY JJIS JIIKapiB MpH MPOTHO3YBaHHI TOTO, UM BIIKHUBE
TMAIIEHT 13 CEPIIEBOI0 HETOCTATHICTIO.
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