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In this study, we explore the problem of comparing business process models with 

their textual descriptions. Business process models have proven to be an effective tool 

for visualizing and improving complex organizational operations. However, creating 

business process models is a complex and resource-intensive task, which sometimes 

leads to situations where the model itself does not match the textual description of the 

business process. This can lead to time and financial losses [1]. 

The proposed solution should extract the names of business process activities 

from the BPMN 2.0 file, generate the text 𝑇1 from all these names, and compare it with 

the textual description of the given business process 𝑇2. To calculate the semantic 

correspondence of these two texts, we propose to use the Sentence-BERT (SBERT) 

language model. The main idea of the SBERT model is to represent each sentence in a 

vector space where semantically similar sentences are close to each other [2]. It is 

proposed to calculate the distance between these vectors using the cosine similarity: 

𝑐𝑜𝑠𝑖𝑛𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  𝑆𝐶(𝐴, 𝐵) ≔ cos(𝜃) =
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where 𝐴𝑖 and 𝐵𝑖 are the coordinates of vector A and B, respectively. 

Pic. 1 demonstrates the architecture of the Sentence-BERT model for calculating 

the semantic similarity score. 
 

 
Picture 1  – The SBERT architecture for similarity score calculation 
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